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Abstract
We propose a simple but powerful multi-view se-
mantic segmentation framework for images cap-
tured by a camera mounted on a car driving along
streets.
In our approach, a pair-wise Markov Random
Field (MRF) is laid out across multiple views. Both
2D and 3D features are extracted at a super-pixel
level to train classifiers for the unary data terms of
MRF. For smoothness terms, our approach makes
use of color differences in the same image to iden-
tify accurate segmentation boundaries, and dense
pixel-to-pixel correspondences to enforce consis-
tency across different views. To speed up train-
ing and to improve the recognition quality, our ap-
proach adaptively selects the most similar training
data for each scene from the label pool.
Furthermore, we also propose a powerful ap-
proach within the same framework to enable large-
scale labeling in both the 3D space and 2D images.
We demonstrate our approach on more than 10,000
images from Google Maps Street View.

Preprocessing
Data is captured by a camera that usually faces the
building façade and moves laterally along streets.
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We compute pixel-to-pixel correspondences to ob-
tain feature tracks across multiple view, and over-
segment the images into superpixels.

We use Structure from Motion to obtain a 3D point
cloud for the scene.

Unary Potential
For each superpixel, we extract 2D features from
texture, color, size, shape and pixel position in the
image.
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We extract 3D features as the feature track density
in SFM and the dot product between the estimated
normal direction and −y direction.

We apply the AdaBoost classifier that we have
learned for each class, l, to the descriptors. The es-
timated confidence value can be reinterpreted as a
probability distribution using softmax transforma-
tion:
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Smoothness
For edges in the same image, the smoothness cost
is defined as

ψij (li, lj) = [li 6= lj ] · g (i, j) ,

where g (i, j) = 1
ζ‖ci−cj‖2+1

and ‖ci − cj‖2 is the
L2-Norm of the RGB color difference of two super-
pixels, pi and pj .
For edge across two images, the smoothness cost is
defined as

ψij (li, lj) = [li 6= lj ] · λ |Tij | g (i, j)

where Tij = {t = 〈x, (xi, yi, i) , (xj , yj , j) , . . . 〉} is
the set of all feature tracks with projection (xi, yi)
lying inside the superpixel, pi, in image Ii, and pro-
jection (xj , yj) lying inside the superpixel, pj , in
image Ij . This definition encourages two superpix-
els with more feature track connections to have the
same semantic segmentation label, since the cost to
have different labels is high due to large |Tij |.

Adaptive Training
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We cluster the 40 la-
beled sequences in the
pool based on affinity,
defined as the minimal
Gist distance between
any image in a sequence
and any image in anoth-

er sequence. We then learn 7 models respectively
for each cluster. Given a testing sequence, we
choose the model trained from most similar cluster
for prediction.

Large-scale Labeling
We let the user label the 3D points in the 3D space.
Using labels of 3D points, we are able to segment
the 2D images at the same time.
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where T l = {t|t is a track labeled as class l by the
user in 3D}, T unknown is the set of feature tracks that
have no label information from the user. The unary
potential is defined to be

ψi (l) = −
∣∣Ti − T unknown

∣∣+ ε

H (Pi (·)) + ε
logPi (l) ,

where
∣∣Ti − T unknown

∣∣ is the number of labeled
feature tracks with projections in superpixel pi,
H (Pi (·)) is the entropy of the distribution Pi (·).
For region with few 3D points, such as the sky, the
user can do labeling in 2D.
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When a superpixel in one image is covered by the
strokes drawn by the user to be class l, the corre-
sponding unary potential is set to ψi (li = l) = −∞
and ψi (li 6= l) = +∞. For a superpixel without
strokes, we determine the likelihood that the label
information comes from the 2D color from

P coli (ci) =
P (ci|MR)

P (ci|MR) + P (ci|MIk−R)
.

The probability is defined accordingly by

Pi (l) = P coli (ci)P 2D
i (l) +

(
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)
P 3D
i (l) ,

where P 2D
i (l) is the color likelihood computed

from pixel colors in the stroke-covered regions of
image belonging to class l.
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